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Abstract Sea breezes occur nearly daily in the U.S. Mid-Atlantic summer during high electricity demand
periods, and thus have important implications for the burgeoning U.S. offshore wind energy industry. The
sea breeze’s offshore component is poorly understood and ill defined relative to its onshore counterpart.
Here a new Lagrangian method not yet readily used to study the sea breeze, relative dispersion, was
validated and applied to a validated Weather Research and Forecasting model in the U.S. Mid-Atlantic. This
Lagrangian method is used to characterize the onshore convergent and offshore divergent sea breeze
extents and intensities, and test their sensitivities to both atmospheric synoptic flow and oceanic coastal
upwelling, another common summer season regional phenomenon. It was found that offshore-directed
synoptic flow impacted the sea breeze onshore extent more than offshore extent, and that coastal upwelling
did not significantly impact sea breeze onshore or offshore extent for these carefully selected case studies.
Upwelling, however, produced an earlier sea breeze onset (~5 hr), and a shallower, sharper, andmore intense
offshore/onshore sea breeze during strong offshore synoptic flow, consistent with past studies. The
offshore side of the sea breeze cell—with stronger intensity during upwelling—crossed the New Jersey
Wind Energy Area at ~1900 UTC, regardless of synoptic wind or upwelling conditions. Results overall are
consistent with dynamic linear sea breeze theory. Uncertain projected trends in coastal upwelling/sea
breezes in a warming world highlight the importance of continued study of coastal air-sea interactions for
improved offshore wind energy assessment and prediction.

Plain Language Summary Sea breezes are important for the emerging U.S. offshore wind
energy industry, because they occur frequently during peak energy demand periods (summer
afternoons) across many of the nation’s coastlines designated for offshore wind energy. However, the
offshore component of the sea breeze—where offshore wind turbines operate—is poorly understood.
Here a Lagrangian analysis technique called relative dispersion is newly applied to a numerical weather
prediction model in the U.S. Mid-Atlantic. The new technique enables clearer characterization of the
offshore sea breeze component. It was found that winds against the sea breeze prevented the sea breeze
from penetrating inland, whereas those same winds largely did not affect the offshore extent of the sea
breeze. When coastal upwelling occurred—resulting in very cold waters at the beach, the sea breeze
began ~5 hr earlier and was stronger. Regardless of the condition tested, the offshore extent of the sea
breeze crossed the New Jersey Wind Energy Area at ~1900 UTC. The results here are consistent with
past studies and sea breeze theory. The new application of the technique should be a useful tool for
further characterization and prediction of the sea breeze offshore, which will be critical for offshore wind
energy applications.

1. Introduction

The sea breeze circulation, caused by the thermal contrast between the land and sea, has been well docu-
mented since at least ancient Greece (Steele et al., 2013), especially over land. In general, over land observa-
tions are more prevalent than observations over the coastal ocean. Consequently, there have been many
onshore implications and studies of the sea breeze, ranging from coastal/inland air quality (Pielke, 1991;
Ratcliff et al., 1996) including low-level ozone (Lalas et al., 1983), forest fires (Rothermel, 1983), nuclear power
plant concerns (Venkatesan et al., 2002), beach recreation (De Freitas, 1990), and heat waves (Papanastasiou
et al., 2010). The offshore component of the sea breeze, in contrast, has received less attention due to the
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relative paucity of observations. Offshore sea breeze studies have thus been mostly restricted to numerical
simulations (e.g., Steele et al., 2014, and references within).

In recent years, interest in offshore wind energy in the United States has increased, with the country’s first
offshore wind farm becoming operational offshore of Block Island, RI, in late 2016. Therefore, in the United
States, where this study takes place, the offshore component of the sea breeze has thus gained wider signif-
icance within the country for not only the sailing and fishing communities but now also for the offshore wind
energy industry. Of course, with offshore wind energy generation existing in Europe for nearly three decades
and China for nearly a decade, the sea breeze’s significance to offshore energy in those regions has and will
continue to remain high.

Unlike the onshore side of the sea breeze where the inland frontal boundary is clearly defined and visible on
weather radar by a distinct front, the offshore side and its spatial scales are much more difficult to distinguish
and define objectively (Finkele, 1998). One definition that has been used is the cutoff of 1.0-m/s onshore
wind speed within the lowest 100 m of the sea breeze circulation (Arritt, 1989). However, this can only be
applied in offshore synoptic wind conditions. Alternatively, the offshore extent can be defined as the point
where the wind speed is uninfluenced by the sea breeze, which greatly increases the distance to the offshore
boundary. In the “convectional” theory of the sea breeze (Rotunno, 1983), the extensive calm region near the
Earth’s surface that frequently occurs near this point—highly dependent on synoptic wind direction and
speed—does not necessarily represent the region of largest surface divergence. This is in contrast to the
onshore front that represents the region of largest surface convergence for the vast majority of sea breeze
types and intensities.

Accordingly, new methods to study the ill-defined and less-studied offshore side of the sea breeze are
needed to fully understand its impact on the offshore wind energy resource. Here we apply Lagrangianmeth-
ods (Haller, 2015) to map the offshore extent of the sea breeze cell and to quantify the sensitivity of sea
breeze features to varying oceanic and atmospheric conditions. Relative dispersion (RD) is a statistical quan-
tity used in the description of Lagrangian coherent structures (LCSs), which are boundaries in a fluid that dis-
tinguish regions of differing dynamics within the Lagrangian point of view, which is frame independent
(Haller, 2015). The Lagrangian RD approach identifies regions that play a dominant role in attracting and
repelling neighboring elements in a fluid flow (in our case, the sea breeze circulation) over a selected period
of time. An important consideration that needs to be mentioned in this study of flow barriers in time is that
features such as trenches or ridges of the RD at different times do not advect into each other. For example, an
RD ridge at time t1 does not necessarily advect into an RD ridge at time t2, so there can be a significant mate-
rial flux across these structures. Nevertheless, as will be shown, RD in its Lagrangian framework provides some
new clarity in identification of sea breeze features both onshore and offshore.

Again, in the convectional theory of the sea breeze, one would expect onshore convergence, rising air, and an
attracting RD region near the Earth’s surface defining the inland extent, and offshore divergence, sinking air,
and a repelling RD region defining the offshore extent. In this framework, the previously ill-defined offshore
extent can be quantified in any synoptic flow conditions. Further, RD in conjunction with atmospheric mod-
eling of the sea breeze allows for objective sensitivities of the offshore extent and intensity of the sea breeze
to forcings like synoptic flow strength and land-sea thermal contrast—that is, coastal upwelling presence ver-
sus absence, described next.

The Mid-Atlantic Bight (MAB) off the U.S. East Coast is an ideal sea breeze test bed due to frequent sea breeze
and coastal upwelling interactions in a region of forthcoming offshore wind energy development. During the
spring season, the ocean across the entire MAB continental shelf is well mixed and cold from the previous
winter (Figure 1a; Bigelow, 1933). The thermal contrast between the cold coastal ocean and warming land
surfaces in the spring leads to numerous sea breezes. During the summer, the MAB becomes a two-layer stra-
tified ocean (e.g., Castelao et al., 2008) with warm surface waters approaching 26 °C heated by solar radiation,
and cold bottom water—the MAB Cold Pool—remaining 8 °C or lower from the previous winter and spring
(as in Figure 1a) and replenished by southwestward advection of northern cold water (Houghton et al., 1982).
Although the surface waters are warming throughout the spring, the land surfaces are warming at a much
greater rate, leading to sufficient thermal contrasts for frequent afternoon sea breezes over the coastal U.S.
Mid-Atlantic. During the MAB summer, coastal upwelling can also occur frequently. Seasonal synoptic winds
from the southwest, flowing around the prominent summertime Bermuda High, drive a surface ocean Ekman
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transport offshore. The cold pool of water along the bottom of the MAB is
consequently advected toward the coast and upwells along the beach
(Figure 2; e.g., Glenn et al., 2004).

Amean coastal upwelling sea surface temperature (SST) signal for the MAB
shows a recurrent upwelling center south of Long Island, three recurrent
centers along the New Jersey (NJ) coast, and one farther south off the
northern Delmarva coast (Figure 2a). The recurrent centers along NJ have
been noted to occur downstream of a series of bathymetric highs asso-
ciated with ancient river deltas (Glenn et al., 1996, 2004). The maximum
extent of coastal upwelling during the three-year time period chosen is
also shown (Figure 2b), with filaments of upwelling extending through
the New Jersey Wind Energy Area (NJ WEA)—designated for offshore wind
energy development—and out to almost the shelf break at ~200 m.
Another example of coastal upwelling from the 2012–2014 time period
is depicted in Figure 3b.

Coastal upwelling not only has large spatial extent across the MAB, but its
occurrence also has large temporal extent throughout the MAB sea breeze
season and during the summer peak energy demand period. Three-year
mean daily max load data from the Mid-Atlantic Region of the
Pennsylvania-New Jersey-Maryland interconnection are paired with
monthly frequency of NJ sea breeze days and coastal upwelling days
(Figure 4). The results show that the seasonal peaks in sea breeze and
coastal upwelling are both coincident with the seasonal peak in electricity
demand in the region (Figure 4). The spring and summer peaks in sea
breeze days are also apparent, as is the summer to early fall peak in upwel-
ling days. This graph reiterates that a more complete understanding of the
impact of coastal upwelling on the offshore component of the MAB sea
breeze circulation is critical for a comprehensive offshore wind resource
assessment during important peak energy demand periods.

In addition to studying the influence of coastal upwelling on the sea
breeze, we also test the circulation’s sensitivity to different synoptic flow
strengths. It has been previously found in Australia that the offshore extent
of the sea breeze is less sensitive to offshore synoptic wind than its inland
extent (Finkele, 1998). We test this result for the U.S. MAB, across varying
offshore synoptic wind strengths.

This study integrates validated numerical modeling techniques (Weather Research and Forecasting (WRF)) of
the sea breeze, high-resolution satellite SST composites designed to capture and not remove coastal upwel-
ling, weather radar observations of the inland sea breeze front, and a Lagrangian method to objectively
define the onshore/offshore extent and intensity of the MAB sea breeze. Using these techniques, this paper
will investigate the sensitivity of the offshore and onshore MAB sea breeze circulation components to
atmospheric (synoptic flow) and oceanic (coastal upwelling) forcing, and compare the end results to dynamic
linear sea breeze theory.

2. Data and Methods
2.1. Sea Breeze Types for NJ

The sea breeze can be classified into four main types based on synoptic winds. These include, for the
Northern Hemisphere, (a) pure, when the largest synoptic wind component is perpendicular to the coast
and in the offshore direction, opposing the sea breeze flow; (b) corkscrew, when the largest synoptic wind
component is parallel to the coast with the land surface to the left; (c) backdoor, when the largest synoptic
wind component is parallel to the coast with the land surface to the right; and (d) synoptic, when any wind
—sea breeze or synoptic—is blowing onshore from sea to land and enhancing the near surface sea breeze

Figure 1. 27 April 2013. (a) WRF skin temperature (°C) at 1700 UTC on 27
April 2013, showing the entire WRF domain. White triangles mark KACY air-
port, KDIX and KDOX weather radar, and NDBC buoy 44009 locations; the
thick dotted black contour is the 50-m isobath; and the thin dotted black
contour is the 200-m isobath. (b) Time series of KACY 2mT, 44009 air tem-
perature, and 44009 water temperature (°C), with vertical dotted line mark-
ing time of WRF skin temperature map above.
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winds (Miller et al., 2003). See Miller et al. (2003) and Steele et al. (2014) for graphical depictions of these main
sea breeze classifications.

In spring 2002–2007 over the MAB, dominant surface wind direction was from the SSW (~32% of the time),
with secondary peaks in wind direction from the NW (21%) and NE (21%). In summer 2002–2007, dominant
surface wind direction was again from the SSW (48%), with secondary peaks from the NE (15%) and NW (11%;
Gong et al., 2010). This wind climatology suggests that during the spring and summer in the six-year period,
the dominant sea breeze type for NJ would likely have been corkscrew, with pure and backdoor secondary and
synoptic the least likely to occur.

2.2. Environmental Data

National Data Buoy Center (NDBC) buoys 44009 and 44065 provided surface meteorology and ocean condi-
tions. For both spring and summer sea breeze cases (described in section 2.5), water temperature from 44009
at 0.6-m depth was used. For the spring case, air temperature from 44009 at 4-m height was used. For the
summer case, air temperature from 44065 at 4-m height was used, as air temperature from 44009 was not
available. Atlantic City International Airport (KACY) provided hourly 2-m air temperature (2mT) data, which
were used in conjunction with the surface air and water temperature data from the NDBC buoys to depict
land-sea thermal contrasts in Figures 1 and 3.

U.S. Coastal Relief Model data from the NOAA National Centers for Environmental Information were used for
water depth and coastlines throughout (NOAA National Geophysical Data Center, 1999).

The empirically derived declouding techniques specific for the MAB and described in Glenn et al. (2016) were
used to remove bright cloud covered pixels from daytime advanced very high resolution radiometer data
while retaining the darker ocean pixels. These individual declouded advanced very high resolution
radiometer passes were used to create the mean and maximum upwelling extents in Figure 2. The same
three-day “coldest dark pixel” SST compositing technique described in Glenn et al. (2016) was used to map
and preserve cold coastal upwelling regions. These SST composites were used as bottom boundary condi-
tions over water for WRF simulations (Figures 1 and 3; described in more detail below).

Next-Generation Radar (NEXRAD) clear-air mode level-II data (NOAA National Centers for Environmental
Information, 2017) from KDIX (New Jersey) and KDOX (Delaware) were used for inland sea breeze front
identification. Dust and insects can be collected within the inland sea breeze frontal convergence zone,

Figure 2. (a) The average SST (°C) across one representative AVHRR scan for each of the 12 upwelling events that occurred
2012–2014. NJ WEA plotted in the black boxed contour SE of NJ, thick dotted black contour is the 50-m isobath, and
thin dotted black contour is the 200-m isobath. (b) Same as in (a) but for maximum upwelling extent SST (°C) during the
2012–2014 period.
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producing high reflectivity in the weather radar return (Atlas, 1960).
Base elevation scans were used in Figures 6 and 8, for observational
verification of the RD identification of the inland sea breeze front.

2.3. WRF

WRF-ARW version 3.6.1 was used for this study. The 3-km resolution
WRF-ARW domain is depicted in Figure 1. The North American
Mesoscale 12-km model was used for initial conditions and lateral
boundary conditions. The coldest dark pixel SST composites
described above were used for bottom boundary conditions over
the ocean. Our model setup included longwave radiation physics
computed by the Rapid Radiative Transfer Model, shortwave radiation
physics computed by the Dudhia scheme, the MM5 Monin-Obukhov
atmospheric layer model and the Noah land surface model used with
the Yonsei University planetary boundary layer (PBL) scheme (consis-
tent with Steele et al., 2014), and the WRF single-moment class-3
moisture microphysics scheme (Hong et al., 2004) used for grid-scale
precipitation processes. WRF output was set for every 10 min and
simulations were initialized at 00Z on the day of the sea breeze.

Figure 4. 2012–2014. Averaged PJM Mid-Atlantic region daily maximum load
(black; MWh), 2012–2014 NJ sea breeze (red) and upwelling (blue) average days
per month. Sea breeze (upwelling) days were counted if the weather radar
(satellite SST) imagery for that day contained a clear visual of the sea breeze front
(cold upwelled water); the three-year average was then calculated by dividing the
monthly count first by 3 (for 3 years) and then by the number of days in the
month.

Figure 3. 13 August 2012. Same as in Figure 1 but for the 13 August 2012 upwelling case, (a) with nonupwelling WRF skin
temperature (°C) (b) two days prior to the upwelling WRF skin temperature. NDBC buoys 44065, 44009, and KACY
marked as black triangles. Dashed line near NJ coast in (a) and (b) marks state/federal waters boundary, and NW to SE line
marks NJ cross-section location.
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Given that the offshore sea breeze extent has been found to be sensitive to PBL scheme (Steele et al., 2014),
we tested model sensitivity to PBL scheme on the spring sea breeze case, comparing Yonsei University to
Mellor-Yamada-Nakanishi-Niino PBL scheme (Nakanishi & Niino, 2004, 2006). Mellor-Yamada-Nakanishi-
Niino PBL scheme has been found to be the best PBL scheme for the offshore environment (Munoz-
Esparza & Canadillas, 2012), while Yonsei University has been used in a previous offshore sea breeze
climatology study for the UK (Steele et al., 2014). Results of this comparison show that both inland and
offshore extents are not sensitive to choice of PBL scheme.

A similar WRF configuration (Rutgers University-WRF) used for NJ offshore wind energy applications was
validated against coastal and offshore monitoring systems using criteria accepted by the wind energy indus-
try and the National Renewable Energy Laboratory’s National Wind Technology Center for determining
model performance (Dvorak et al., 2013). These criteria include comparisons between (1) standard deviation
(STD) of the model (σmodel) and STD of the observations (σobs; criterion is σmodel~ = σobs), (2) root-mean-
square error of the model (RMSE) and σobs (criterion is RMSE < σobs), and (3) an unbiased version of RMSE
(RMSEub) and σobs (criterion is RMSEub < σobs). Results show that the model is validated and can be used
to analyze and predict NJ’s coastal/offshore wind resource (Dunk & Glenn, 2013). Further, validation was
performed of the WRF-simulated offshore wind conditions in the cases selected for this study. This validation
compared observed and WRF-simulated wind speed and direction at NDBC buoy 44009; results show good
agreement between model and observations.

2.4. Lagrangian Methods

LCS metrics (Gildor et al., 2009; Haller, 2015; Haller & Yuan, 2000) were used to characterize the onshore and
offshore boundaries of the sea breeze circulation. Conventional divergence or subsidence fields of the WRF
winds would produce a low signal-to-noise ratio, but by using the Lagrangian framework we are able to
increase the signal-to-noise ratio (Tang et al., 2011b) to produce a more effective sea breeze boundary
clarification, especially in the traditionally difficult-to-define offshore zone. Past studies, including Tang
et al. (2011a, 2011b), have validated and proven the value of Lagrangian methods to analyze turbulent wind
patterns near airports, including offshore.

First, particles were placed on a 10-km resolution grid within the 3-km WRF wind fields. Then, the particles
were advected within each horizontal layer by the horizontal components of the winds every 10 min over
1 hr—that is, independent forward trajectories—at various levels throughout the marine atmospheric
boundary layer. These 1-hr short trajectory “simulations” were performed for 1700–1800, 1800–1900,
1900–2000, 2000–2100, 2100–2200, 2200–2300, and 2300–0000 UTC, as determined by peak sea breeze time
for both the spring and summer sea breeze cases. We limited our calculations to the 2-D trajectories as
vertical velocities were O(100) times smaller than horizontal velocities during the sea breeze cases analyzed.

Numerous metrics exist to map LCSs from the trajectories, including finite time Lyapunov exponent, finite
size Lyapunov exponent, and relative dispersion (RD; Haller, 2015). Here we have chosen to use RD, defined
as the mean separation distance between particles after a certain finite amount of time. Barriers, or lines with
high values of RD, separate regions in which particles remain near each other. Particles that begin on the
barrier end up on either side of the barrier, thus producing the high RD values right on the barrier.

RD is calculated at each spatial point by taking the mean distance between the particle released at a point
and its four nearest neighbors after each 1-hr simulation. For example, all particles are initially 10 km apart;
after 1 hr a chosen particle is 9, 11, 13, and 15 km away from its original four nearest neighbors (Figure 5),
resulting in

RD ¼ 9kmþ 11kmþ 13kmþ 15kmð Þ=4 ¼ 12km:

RD minus the initial 10-km separation distance of the particles is used in Figures 6, 7, 9, and 10. RD-10 km
represents the mean rate of separation of particles relative to the initial separation distance. This provides
a speed (km/hr) of divergence and convergence.

2.5. Description of Test Cases

Two sea breeze cases were used in this study. Both cases were pure sea breezes; that is, their largest
synoptic wind component throughout the sea breeze time (1700–0000 UTC) was perpendicular to the
coastline and directed offshore. A WRF vertical level of 925 Mb was chosen as the height to determine
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the synoptic wind, consistent with Steele et al. (2014). As stated above,
pure sea breezes are likely to be secondary to corkscrew in NJ based
on a short-term synoptic wind climatology study for the MAB. However,
the selection of two pure sea breeze cases for this study is important
because the cross sections will be parallel to the dominant synoptic flow
component, thus making the synoptic flow sensitivities clear, effective,
and impactful.

The first sea breeze case occurred in the spring on 27 April 2013 with no
coastal upwelling (Figure 1); this sea breeze falls in the period before the
upwelling season begins (Figure 4). This case will be used to verify our
application of the new Lagrangian technique, and will be used to test
the limits of the offshore extent when the onshore front propagates all
the way across the state of NJ. This pure sea breeze occurred with light
synoptic wind conditions from the northwest. The spring thermal contrast
between the cold waters (8–10 °C) across the entire MAB continental shelf
(water depths less than 200 m) and the warming land surfaces (Figure 1a)
produced an air temperature difference of nearly 8 °C when comparing
NDBC 44009 air temperature to KACY 2mT (Figure 1b). A simulation using
the WRF model showed a skin temperature difference at 1700 UTC of at
least double this air temperature difference (Figure 1a).

The second sea breeze case occurred in the summer on 13 August 2012
during active coastal upwelling (Figure 3); this sea breeze falls in the middle of the upwelling season
(Figure 4). This pure sea breeze case will be used to perform both the synoptic flow and upwelling sensitiv-
ities. For the synoptic flow sensitivity, weak synoptic offshore flow occurred over the Delmarva Peninsula with
large inland frontal propagation, and strong synoptic offshore flow over NJ with the inland sea breeze front
stalling near the coastline. For the upwelling sensitivity, a WRF simulation performed with 13 August 2012
upwelling SST conditions (Figure 3b) was compared to another WRF simulation using two days prior 11
August 2012 nonupwelling SST conditions (Figure 3a). Air temperature differences between land and water
approached 4 °C during both the nonupwelling day and upwelling day (Figure 3c), while skin surface tem-
perature differences between land and water approached 10 °C during the nonupwelling afternoon
(Figure 3a) and 12 °C during the upwelling day afternoon (Figure 3b).

3. Results
3.1. Sea Breeze Case 1: 27 April 2013

During clear-air mode, KDIX weather radar base elevation scans first captured a sea breeze front stretching
along and just inshore of the NJ coastline at ~1600 UTC on 27 April 2013. The front propagated inland to just
east of the KDIX radar location at 1700 UTC (Figure 6a), to just west of KDIX at 2000 UTC (Figure 6c), to near
Trenton, NJ, at 2300 UTC (Figure 6e), dissipating just west of Philadelphia, PA, at ~0000 UTC on 28 April 2013.

RDmapped at 100m at the same times (1700, 2000, and 2300 UTC) show a similar inshore picture (Figures 6b,
6d, and 6f). Vectors show Eulerian WRF 100-m horizontal winds averaged across the hour beginning at the
time indicated on the panel (e.g., winds averaged across 1700–1800 UTC for Figure 6b). These vectors provide
a traditional display of winds fixed on the WRF grid as they evolve with the sea breeze circulation. Red and
blue shading indicate RD minus the initial 10-km separation distance of the particles, providing a speed
(km/hr) of divergence (red) and convergence (blue). Based on the convectional theory of the sea breeze, blue
convergent areas at 100 m should align with the inland sea breeze front and red divergent areas at 100 m
should align with the offshore sea breeze divergence zone. The yellow dot indicates weather radar-captured
position of the inland sea breeze front along the NW to SE cross-section black line. The height of 100 m was
chosen for WRF winds and RD results because (a) the maximums in onshore convergence and offshore diver-
gence are most pronounced at this height, (b) the wind speed vectors are stronger at 100m than at 10m, and
(c) 100 m corresponds to approximate hub height of offshore wind turbines, making this work more broadly
applicable. The conclusions are insensitive to the choice of height as long as the choice is within the lower
portion of the sea breeze circulation, or <~500 m.

Figure 5. Graphic depicting relative dispersion (RD) example as described in
text. Dots on left (tinitial) show tracers with black dot in center starting 10 km
away from its four nearest neighbors (dark gray). Black and dark gray
dashed arrows show tracer trajectories over 1 hr, and dots on right (tfinal)
show ending position of tracers.
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At 1700 UTC, the blue convergence zone stretches just inshore of the NJ coast, and aligns well with the
weather radar front (Figure 6b). Convergent areas are also apparent along the Delmarva and Long Island
coastlines. Offshore there is a broad area of red divergence, with local maxima in divergence just offshore
of NJ, in the Delaware Bay, and just offshore of Raritan Bay. Three hours later at 2000 UTC, the convergent
area has progressed farther onshore with the weather radar sea breeze front, and the divergent area has pro-
gressed farther offshore, now southeast of the NJ WEA (Figure 6d). Finally, at 2300 UTC, the convergent area

Figure 6. 27 April 2013. KDIX weather radar (located at black dot in middle of the data field) base elevation scan in (left)
clear-air mode at (top) 1700, (middle) 2000, and (bottom) 2300, showing inland propagation of sea breeze front. RD-
10 km (km/hr) at 100 m, or mean rate of separation relative to the initial 10-km separation distance, shaded red (diver-
gence) and blue (convergence) at right and at the same three times. NJ WEA marked in black boxed contour, 50-m isobath
in thick dotted black contour, 200-m isobath in thin dotted black contour, cross-section location used in figures below
plotted NW to SE in black, yellow dot representing intersection of weather radar sea breeze front with cross section, and
green 5 m/s legend scale vector for black WRF 100-m wind vectors averaged across the hour beginning at time indicated
on panel.
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has progressed all the way to the Delaware River/Philadelphia with the weather radar front, and the divergent
area has propagated offshore to southeast of the 200-m isobath (black; Figure 6f). Inshore of the red
divergent area there is a zone of white, indicating neither divergence nor convergence in the Lagrangian
wind field. At all three times, the inland blue RD convergent areas (Figures 6b, 6d, and 6f) are much more
extensive than the front observed by radar (Figures 6a, 6c, and 6e). This is likely due to the much lower
temporal resolution of the RD analyses (1 hr) versus the radar image [O (minutes)].

A Hövmoller diagram along the cross section indicated by the black line in Figures 6b, 6d, and 6f is depicted
in Figure 7a. Figure 7b shows SST (°C) under the same cross section, with SST uniformly cold across the entire
shelf out to ~130 km offshore, increasing in temperature in the deep water off the shelf. The blue conver-
gence zone begins ~25 km onshore at 1700 UTC, slowly propagating farther onshore to >100 km onshore
at 2300 UTC and well aligned with the yellow weather radar dot (Figure 7a). This is highlighted by the green
dotted trace of the maximum blue convergence. The red divergence zone begins just offshore of the coast
and propagates farther offshore, reaching almost to the shelf break by 2300 UTC, and again highlighted by
the green dotted trace of maximum divergence. This maximum divergence—what we use as the offshore
extent of the sea breeze cell—crosses the NJ WEA at ~1900 UTC. The propagation of the sea breeze front
onshore is slower than the propagation of the sea breeze cell offshore, especially earlier on at 1700–2000
UTC. This asymmetric propagation pattern may be attributed to a difference in turbulence/frictional effect

Figure 7. 27 April 2013. (a) Hövmoller diagram of RD-10 km (km/hr) averaged across 50, 100, and 150 m shaded for the
nonupwelling weak synoptic condition (NJ) case, 27 April 2013, along the cross section indicated in Figures 6b, 6d, and
6f; red shading for divergence and blue shading for convergence. Black vectors represent averaged WRF wind vectors
across 50, 100, and 150 m, and across hour beginning at time indicated on y axis. Green dotted line traces maximum
convergence onshore and maximum divergence within 150 km offshore. Black solid vertical line marks the coast, and two
black dashed vertical lines mark the inshore and offshore boundaries of the NJ WEA. (b) SST (°C) along the cross section.
(c) Terrain height (m) onshore and water depth (m) offshore along the cross section.
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between land and sea (Jiang et al., 2017; Sha et al., 1991). The end result is that the sea breeze cell begins at a
width of about 30 km centered on the coast and slowly and relatively symmetrically expands onshore and
offshore to about a width of nearly 250 km after 7 hr.

3.2. Sea Breeze Case 2: 13 August 2012

At the same three times as the weather radar imagery for the 13 August 2012 sea breeze case (Figure 8), RD
results at 100 m are shown in Figure 9. The left panel in Figure 9 shows WRF and RD results for upwelling con-
ditions, and the right panel for the nonupwelling conditions. The stalled out front over the NJ coastline is
again apparent in the blue convergence shading for both upwelling and nonupwelling, with the conver-
gence zone expanding in size onshore through time. Over the Delmarva Peninsula, the convergence zone
propagates inland with the yellow weather radar dot. Offshore, though more subtle than the 27 April 2013
case, the divergence zone can be seen propagating offshore along the NJ cross section line, and much more
clearly can be seen propagating offshore of the Delmarva Peninsula. Comparing upwelling to nonupwelling
shows darker red divergence for the upwelling case at all three times and for both the NJ and Delmarva sea
breezes, while onshore, differences in convergence intensities are less apparent. Small differences in

Figure 8. 13 August 2012. Same as in Figure 6 left panel but for the 13 August 2012 upwelling case, with NJ on left and MD
on right.
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Figure 9. 13 August 2012. Same as in Figure 6 right panel but for the 13 August 2012 upwelling case, with results from the WRF simulation using upwelling SST
conditions on left, and from the WRF simulation using nonupwelling SST conditions from two days prior on 11 August 2012 on right. Cross-section location for
both NJ and MD are shown, with yellow dots marking the intersection of the respective weather radar inland sea breeze front with the cross section.
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propagating speeds and extents on both the onshore and offshore sides exist between upwelling and
nonupwelling. Comparing synoptic flow strength, for strong synoptic flow at NJ, inland blue convergence
remains stationary, while the offshore red divergence propagates offshore (Figures 9e and 9f); for weak
synoptic flow at MD, inland blue convergence propagates inland, while the offshore red divergence
propagates offshore (Figures 9e and 9f).

3.3. Composite of Sea Breeze Sensitivities

A composite of the Hövmoller traces from the 27 April 2013 spring sea breeze case (Figure 7) and the 13
August 2012 summer sea breeze case is depicted in Figure 10b. For sea breeze extent sensitivity to synoptic
flow, the inshore side is sensitive with all dotted lines representing weak synoptic flow propagating at
approximately the same speed, ending at ~80–110 km onshore, and both solid lines representing strong
synoptic flow stalling close to the coastline (within ~40 km) and not propagating onshore against the strong
offshore synoptic wind. The offshore side is not as sensitive to synoptic flow, with both dotted and solid lines

Figure 10. Composite of both sea breeze cases. (b) Hövmoller traces of maximum convergence onshore and maximum
divergence offshore, preserving the same coloring from Figure 7. Weather radar frontal locations marked by open green
circle for nonupwelling weak synoptic conditions (NJ), open blue circle for upwelling weak synoptic conditions (MD), and
closed blue circle for upwelling strong synoptic conditions (NJ). Black vertical line represents the coast, and gray ribbon
represents Simpson et al. (1977) linear theory of inland sea breeze propagation using WRF skin temperature (gray dotted
left boundary) and 2mT (gray dotted right boundary). Black arrow pointing left and labeled “Strong Synop Removed”
indicates the distance onshore that the solid blue and red lines would have traveled if the synoptic wind along the cross
section were removed. Horizontal gray line represents sea breeze linear theory for horizontal extent from Rotunno (1983).
For strong (solid) and weak (dotted) synoptic conditions, (a) time series of upwelling minimum convergence (averaged
across three grid cells around minimum) minus nonupwelling minimum convergence and (c) time series of upwelling
maximum divergence minus nonupwelling maximum divergence. (d) For strong (solid) and weak (dotted) synoptic con-
ditions, time series of upwelling SST minus nonupwelling SST (black) and the same for 2mT (gray), averaged from coast to
offshore extent in (b). TLand – TWater time series using (e) skin temperature and (f) 2mT, averaged from coast to onshore
extent for TLand, and from coast to offshore extent for TWater in (b). (g) Upwelling SST minus nonupwelling SST (°C) for
NJ (solid black) and MD (dotted black) under cross sections. (h) Terrain height (m) onshore and water depth (m) offshore for
NJ (solid black) and MD (dotted black).
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all propagating well offshore to the shelf break and beyond, ending between ~80 and 130 km offshore.
However, strong synoptic flow does increase offshore extent through the lifetime of the sea breeze cell,
especially for upwelling—average distance offshore across all 7 hr is increased from 57 km offshore (weak
synoptic) to 72 km offshore (strong synoptic) for upwelling, and from 55 km offshore (weak synoptic) to
62 km offshore (strong synoptic) for nonupwelling.

For sea breeze extent sensitivity to upwelling, both the inshore and offshore sides are only slightly sensitive.
The red andblue dotted and solid line pairs aremore or less alignedwith each other throughout the entire 7-hr
period (Figure 10b), with slight increases in average offshore extent through the sea breeze cell’s lifetime due
to upwelling, especially for strong synoptic flow—from 62 km offshore (nonupwelling) to 72 km offshore
(upwelling) for strong synoptic, and from 55 km offshore (nonupwelling) to 57 km offshore (upwelling) for
weak synoptic. Aswill be shownnext, upwellingdoeshave a large impact on the intensity of the seabreeze cell.

For the strong synoptic (NJ) case for both onshore convergence (Figure 10a) and offshore divergence
(Figure 10c), upwelling produces a more intense sea breeze on both sides of the circulation. For the weak
synoptic (MD) case, the sensitivity of sea breeze intensity to upwelling is less as compared to the strong
synoptic case (Figures 10a and 10c). These panels show the difference between upwelling and nonupwelling
of the most negative convergence onshore (Figure 10a), and for the most positive divergence offshore
(Figure 10c). This difference is calculated by taking the average across the three grid cells centered on the
most negative convergence onshore and most positive divergence offshore, producing a sensitivity of the
intensity at both sides of the sea breeze cell to upwelling. For the strong synoptic case (solid lines), upwelling
produces a more intense sea breeze, especially early on, with differences in convergence of approximately
�1.3 km/hr at 1800 UTC and differences in divergence approaching +2 km/hr also at 1800 UTC. This means
that at 1800 UTC, upwelling increases the intensity of the convergence and divergence by a factor of almost
2.4 and 4.3, respectively. The maximum differences occur earlier in the sea breeze event while the horizontal
extent of the cell is comparable to the width of the ocean upwelling region. On average, the RD difference in
regions of particle attraction is �0.58, and +0.45 km/hr in regions of particle repulsion, or upwelling on aver-
age increases the intensity of the attraction by 50% and repulsion by 22% for the strong synoptic case. For the
weak synoptic case, average difference is +0.07 km/hr in regions of particle attraction and +0.22 km/hr in
regions of particle repulsion, meaning that upwelling has less of an influence on sea breeze intensity during
weak synoptic flow.

To investigate possible reasons why the sea breeze is more intense on both the onshore and offshore sides,
especially earlier on in the circulation, we turn to Figure 10d. Here the difference along the cross section in
SST (black) and 2mT (gray) between upwelling and nonupwelling (Figure 10g shows SST) is used. This SST
upwelling-nonupwelling difference is averaged from the coast to the blue solid (dotted) line representing
the maximum divergence location and offshore extent of the strong (weak) synoptic upwelling sea breeze.
This average SSTupwelling-SSTnonupwelling difference for the strong synoptic case (solid black) peaks at nearly
�3 °C at 1900 UTC, and is greater than�1 °C throughout the entire sea breeze lifetime (Figure 10d). In other
words, a greater percentage of the sea breeze cell is “feeling” the upwelling underneath it earlier on when the
sea breeze cell is small, until the sea breeze cell expands offshore past the upwelling and a larger proportion
of the cell “feels” the effects of the warmer waters offshore of the upwelling. Similar results are attained using
the 2mT upwelling-nonupwelling difference (solid gray in Figure 10d) for the strong synoptic conditions.
Interestingly, for the weak synoptic conditions, 2mT upwelling-nonupwelling differences (dotted gray) are
much smaller than SST (dotted black) upwelling-nonupwelling differences, indicating that 2mT differences
have a more direct correlation with sea breeze intensity differences during weak synoptic conditions.

The dynamic theory of the sea breeze (Simpson et al., 1977) is shown by the gray ribbon bounded by the skin
T and 2mT for land-sea temperature differences in the calculation of inland sea breeze frontal propagation
speed (Figure 10b). From Simpson et al. (1977), the rate of advance of the inland sea breeze front can be
expressed as

u ¼ TLand–TWater½ �g h=2 Tf g1=2 (1)

where TLand is the land temperature (K), TWater is the sea temperature (K), g is the gravity, h is the vertical scale
of the heating (350 m estimated from model), and T is a reference temperature (300 K). This behavior can be
expected as long as the synoptic wind component across the coast is very small (Simpson et al., 1977). TLand
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and TWater are based on average temperatures under the three weak synoptic wind condition cases (two
nonupwelling and one upwelling; dotted lines in Figure 10b), or the sea breeze cells that are less affected
by the synoptic flow. TLand is calculated by taking the average skin/2mT from the coast to each of the three
inland dotted lines, and averaging those three values. TWater is calculated the same way but from the coast to
each of the three offshore dotted lines. Assuming that the inland sea breeze front begins at the coastline, the
gray dotted lines are plotted based on the speed u calculated using equation (1). Because land-sea skin
temperature differences are greater than land-sea 2mT differences, the skin temperature gray dotted line
has a faster inland propagation speed and ends ~150 km onshore, with the 2mT gray dotted line ending
~75 km onshore. The three colored dotted lines inland fall within the gray ribbon bounded by the two gray
dotted lines, indicating that our weak synoptic results are consistent with dynamic linear theory of the sea
breeze according to Simpson et al. (1977).

In order to complete the comparison with Simpson et al. (1977), synoptic winds were “removed” from the two
strong synoptic condition sea breeze cases (solid red and blue inland lines). To do this, for the 13 August 2012
strong synoptic (NJ) upwelling sea breeze case, the 925-Mb horizontal wind speed component parallel to the
NJ cross section was taken at the closest WRF grid point to Philadelphia, PA (KPHL), at each hour from 1700 to
2300 UTC. Then, the average of those seven values was taken, resulting in 4.56 m/s. In comparison, the 13
August 2012 weak synoptic (MD) upwelling sea breeze case taken at Ocean City, MD (KOXB), gives a value
of 0.61 m/s, and the 27 April 2013 weak synoptic (NJ) nonupwelling sea breeze case taken at KPHL gives a
value of 1.9 m/s. To get the inland propagation of the sea breeze that would have resulted if the strong
synoptic winds were removed, themean of 4.56m/s wasmultiplied by 7 hr, with the resulting distance added
to the final sea breeze inland propagation distance. This is indicated by the leftward black arrow labeled
“Strong Synop Removed” in Figure 10b. Instead of stalling near the coast due to the opposing strong synoptic
winds, the sea breeze inland front would have propagated ~130 km inland, within the gray (Simpson et al.,
1977) ribbon.

A second comparison to dynamic linear theory of the sea breeze is plotted as the horizontal gray line at the
bottom of Figure 10b labeled “Rotunno (1983).” This line indicates the horizontal extent of the sea breeze
according to linear theory of motion:

For f > ω latitudes > 30°
� �

: Nh f 2–ω2
� ��1=2

(2)

where f = 2Ωsinϕ is the Coriolis frequency, ω = 2 π/day is the frequency of diurnal heating of land, N = [(g/θ0)
(∂θ/∂z)]1/2 is the Brunt-Väisälä frequency (stratification) with ∂θ/∂z estimated at 10 K/1,000 m from tempera-
ture profile plots, and h is the vertical scale of the heating (350m as above; Rotunno, 1983). For our sea breeze
cases at latitude 40°N, we get ~100 km. This means that according to Rotunno (1983) linear theory of the sea
breeze, the onshore and offshore extents of our sea breeze cases should both reach ~100 km from the coast.
All weak synoptic Hövmoller traces match within this ±100-km distance from the coast, again consistent with
linear dynamic theory of the sea breeze.

Figure 10e (“skin T”) and Figure 10f (“2mT”) show the temperature difference TLand � TWater that the sea
breezes “feel,” or the thermal gradient driving each sea breeze. Again, this is calculated similar to the above,
where TLand is the average skin/2mT from the coast to the inland boundary and TWater is the average skin/2mT
from the coast to the offshore boundary. First, skin temperature differences are larger than 2mT differences
for the first 4 hr. Second, the solid blue upwelling lines are always greater than the solid red nonupwelling
lines, indicating a stronger thermal gradient with upwelling than without, under strong synoptic forcing.
Third, for skin T, the dotted blue upwelling line is always greater than the dotted red nonupwelling line, again
indicating stronger thermal gradient forcing with upwelling than without, under weak synoptic forcing.

It is also stated in Rotunno (1983) that the sea breeze has “an elliptically shaped pattern of flow in the vertical
plane, centered on the coast, having an aspect ratio (vertical/horizontal scale)” given by

For f > ω latitudes > 30°
� �

: f 2–ω2
� �1=2

N�1 (3)

where, as before, f = 2Ωsinϕ is the Coriolis frequency, ω = 2 π/day is the frequency of diurnal heating of land,
and N = [(g/θ0)(∂θ/∂z)]1/2 is the Brunt-Väisälä frequency (stratification). For our sea breeze case at 40°N, we get
~0.0035 for the vertical/horizontal aspect ratio. For comparison, Rotunno (1983) stated an aspect ratio of
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0.00685 for their idealized sea breeze case at 45°N with N assumed to be 10�2 s. Our sea breeze is more
vertically compact, due to differences in both latitude and N.

3.4. Cross Sections and Profiles

To further investigate the impact of upwelling on sea breeze intensity, vertical cross sections for the strong
synoptic flow case at three different hours (1700, 1900, and 2200 UTC) were taken of temperature and the
wind velocity component along the same NJ cross section used above. These cross sections for upwelling
(left), nonupwelling (right), and upwelling minus nonupwelling (middle) are shown in Figure 11. Upwelling
produces colder air directly above the surface, with warmer air above that at ~400–700 m, at all 3 hr plotted
(Figures 11b, 11e, and 11h). The colder and warmer air regions increase in height downstream of the synoptic
wind flow. Difference vectors directly above the coast show sea breeze enhancement due to upwelling up to
~750m, and return flow enhancement>750 m in height. Also, more sinking air due to upwelling can be seen
directly above the coast, especially by 2200 UTC.

Vertical profiles were taken at three locations along the cross sections: at the coast (black dot in Figure 11), at
the edge of the upwelling in the NJ WEA (black asterisk), and at the offshore location (black “cross”). These
vertical profiles at 1700, 1900, and 2200 UTC are shown on semilog plots in Figure 12.

These three times were chosen for their importance in the upwelling and nonupwelling sea breeze cell
positioning: at 1700 UTC, the upwelling sea breeze cell onshore extent is aligned with the coast; at 1900
UTC, the nonupwelling sea breeze cell offshore extent is aligned with the offshore location; and at 2200
UTC, the nonupwelling sea breeze cell onshore extent is aligned with the coast.

At 1700 UTC, the upwelling sea breeze cell (blue) starts just over the edge of the upwelling, but has not quite
expanded to the coast or offshore yet. This is indicated in the blue wind profile by near-surface negative u

Figure 11. 13 August 2012. NJ vertical cross section (strong synoptic sea breeze) along location marked in Figures 6 and 7,
with (left) upwelling, (right) nonupwelling, and (middle) upwelling minus nonupwelling, and with temperature (°C)
shaded and wind vectors (m/s; both along-cross section u and w components averaged across hour beginning at time
indicated at top left) in black vectors. Black dot is coast, black asterisk is at NJ WEA, black “cross” is twice the distance from
coast to NJ WEA offshore, small black solid line above the asterisk at 150 m is over NJ WEA at approximate blade tip height,
and yellow dot is weather radar sea breeze location. Note that wind vectors are exaggerated in middle difference plots.
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velocities, or winds to the northwest. The nonupwelling sea breeze cell (red) onset has not occurred yet at all
three locations (all positive u velocities). At 1900 UTC, the upwelling sea breeze cell has now expanded over
all three locations, with the nonupwelling sea breeze cell at the edge of upwelling location but not yet at the
other two locations. Finally, at 2200 UTC, the upwelling sea breeze cell strengthens at all three locations, and
the nonupwelling sea breeze cell is at the edge of the upwelling and offshore, but not at the coast. These sea
breeze cell onset, expansion, intensification, and overall evolution results can also be seen in Figure 10.

At 1700 and 1900 UTC, the upwelling sea breeze profile is shallower and sharper than the nonupwelling sea
breeze profile. Then, at 2200 UTC, the sea breeze shapes eventually become similar, especially at the edge of
upwelling (Figure 12h) and offshore (Figure 12i) locations.

The conclusions from the sea breeze vertical profile results are thus as follows: (a) upwelling sea breeze onset
is earlier, and resulting expansion and intensification is larger and stronger; (b) upwelling sea breeze is
shallower, sharper, and narrower, consistent with Clancy et al. (1979) and Bowers (2004); (c) upwelling and
nonupwelling sea breeze “shape” become similar by the end of the sea breeze; and (d) the difference
between the upwelling and nonupwelling sea breeze profiles (magenta profiles in Figure 12) is an enhanced
sea breeze near surface and an enhanced return flow aloft; in other words, upwelling enhances the sea
breeze near the surface and strengthens the return flow aloft.

4. Discussion and Summary

In this paper, the utility of Lagrangian methods to highlight, clarify, and objectively define the offshore extent
of the sea breeze has been shown. We validated the LCS metric RD onshore with the weather radar frontal
location, and offshore against linear sea breeze theory and expected cell expansion and propagation. The

Figure 12. 13 August 2012. Vertical profiles of horizontal velocities (m/s; positive to the southeast) along cross section on
semilog axes at the same times as Figure 11 and (left) at the coast, (middle) edge of upwelling/NJ WEA, and (right) offshore.
Upwelling (blue), nonupwelling (red), and upwelling minus nonupwelling (magenta). Vertical dashed line marks 0 hori-
zontal velocity.
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new validated metric allowed us to clearly and accurately characterize the sea breeze circulation cell both
onshore and offshore. Then, sensitivities of sea breeze extent and intensity to synoptic wind strength (atmo-
spheric sensitivity) and upwelling (ocean sensitivity) were performed. Sea breeze extent sensitivities will be
summarized, discussed, and compared with past studies in the next two paragraphs, and sea breeze intensity
sensitivities will be reviewed thereafter.

The inland extent of a pure sea breeze was found to be very sensitive to synoptic flow strength, and the
offshore sea breeze extent was found to be less sensitive, consistent with Finkele (1998). One possible reason
for this is that the inland sea breeze side is encountering the strong offshore synoptic flow, creating a wake
that prevents any large influence on the downstream offshore side. The offshore extent, when affected, was
more sensitive to strong synoptic flow during upwelling. The synoptic flow sensitivity results here also agree
with Arritt (1993), who found that synoptic wind conditions produced large shifts in the position of the sea
breeze circulation, with the circulation existing entirely offshore if the opposing flow is strong. In the strong
synoptic case here, the sea breeze cell existed almost entirely offshore, with the inland extent just onshore of
the coast and the offshore extent approaching 150 km offshore by the end of the simulation for both upwel-
ling and nonupwelling (Figure 10). Finally, in this study, the sea breeze’s offshore extent at 100-m height was
~3 times greater than its onshore extent during strong synoptic flow conditions, and the onshore/offshore
extents were about equal during weak synoptic flow conditions. These results agree with Bowers (2004),
who found that the offshore extent was roughly 2 to 3 times that of the inland penetration during a stronger
synoptic wind condition.

Upwelling slightly increased the offshore extent of the sea breeze, especially during strong synoptic condi-
tions, possibly due to the strong flow “pushing” the circulation farther offshore and thus allowing upwelling
to intensify the sea breeze and slightly widen it. Overall, though, upwelling did not have any significant
impact on either onshore or offshore sea breeze extent, in contrast to Clancy et al. (1979) who found in their
two-dimensional idealized model study that upwelling sea breeze “penetrates more than twice as far inland
than it would without the upwelling.” Bowers (2004) found that for their strong offshore synoptic flow case
study, upwelling forced the inland sea breeze front to penetrate 6 to 18 km farther onshore than without
upwelling, and for their weak offshore synoptic flow case study, upwelling produced no significant difference
in inland sea breeze penetration. The results here are thus in general agreement with Bowers (2004).

While upwelling did not significantly influence the onshore or offshore sea breeze extent, it did have an
impact on sea breeze intensity, with stronger convergence onshore and stronger divergence offshore during
upwelling and strong synoptic conditions. For strong synoptic conditions, the sea breeze intensity starts
much stronger with upwelling, with the upwelling minus nonupwelling sea breeze intensity difference gra-
dually decreasing as the sea breeze cell expands outward and offshore of the upwelling. For weak synoptic
conditions, upwelling overall has less of an influence on sea breeze intensity, possibly due to weaker flow
allowing the sea breeze cell to remain farther inland and limiting upwelling’s overall influence on the cell.
Further, upwelling during strong synoptic conditions caused an earlier sea breeze onset, and a shallower,
sharper, and narrower sea breeze profile, consistent with idealized modeling (Clancy et al., 1979), observa-
tions and modeling for Brazil (Franchito et al., 1998), and prior studies specific to NJ (Bowers, 2004).

Using high-frequency radar surface ocean current data, Hunter et al. (2007) found that diurnal wind-forced
motions in the NJ coastal ocean associated with the sea/land breeze system can extend as far as 100 km off-
shore. These results are consistent with findings here, which show that the maximum divergence in the RD
field propagates to approximately 100–150 km offshore, regardless of synoptic wind conditions. Further,
the maximum offshore divergence at 100-m hub height crosses the NJ WEA 30–40 km offshore at ~1900
UTC, regardless of synoptic wind or upwelling conditions. The intensity of the offshore sea breeze side, how-
ever, varies at the time of NJ WEA crossing, with upwelling producing stronger offshore divergence as com-
pared to nonupwelling conditions.

As shown here, the MAB Cold Pool has a strong influence on the sea breeze circulation across the seasons,
and likely dictates the bimodal seasonal peaks in sea breeze occurrence (Figure 4). In the winter, the cold
water across the entire MAB shelf forms, setting the stage; in the spring, the cold water remains across the
shelf while the land warms up, leading to frequent sea breezes (Figure 4); and in the summer and early fall,
the cold water is upwelled through to the surface, directly impacting the coastal land-sea thermal gradient
and thus size and intensity of the frequent sea breezes (Figure 4).
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Future studies should explore more in depth the specific air-sea interaction processes between upwelling
and sea breeze, and across the seasons and sea breeze types. These studies should also determine the effect
of sinking air and offshore surface divergence on the surface current and wavefield in the ocean. To accom-
plish this, RD could be calculated on high-frequency radar surface current fields to see if any coherent bound-
aries or areas of repulsion in the surface ocean align with the RDmaximum particle repulsion in surface winds
for the offshore sea breeze extent. Also, in contrast to the 2-D Lagrangian analyses performed here, future
studies can include 3-D Lagrangian analyses on both the atmosphere (WRF) and ocean (Regional Ocean
Modeling System) to better understand the air-sea interaction in the sea breeze-coastal upwelling system.
Other Lagrangian methods, such as hyperbolic, parabolic, and elliptic LCSs (Haller, 2015), which return mate-
rial features, could be used to further the study of the sea breeze. Finally, sea breeze duration and its sensi-
tivities to synoptic flow and upwelling should be investigated, so that the offshore wind industry is aware of
when and where the sea breeze will occur, and for how long it may affect wind energy production. It will con-
tinue to be critical to further study the complex and competing feedback within the sea breeze-coastal
upwelling system at the land-sea coastal interface, where dynamic thermal interactions are paramount for
accurately assessing and predicting resources for coastal/offshore energy systems.
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